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A general approach for structural interpretation of local disorder in partially ordered solids is proposed,
combining high-resolution two-dimensional (2D) nuclear magnetic resonance (NMR) and first principles
calculations. We show that small chemical shift variations of the order of a ppm can be interpreted in detailed
structural terms with advanced density functional theory methods. Focusing on a model system of
bisphosphinoamine, we demonstrate that the existence and the spatial range of small amplitude disorder can
be probed using quantitative statistical analyses of 2D NMR line shapes obtained from through-space correlation
experiments collected using variable mixing times. We show how low-energy vibration modes calculated
from first principles can be conveniently used not as a cause of disorder but, instead, to generate a basis set
of physically plausible local distortions to describe candidate static distributions of local geometries.
Calculations of 31P NMR isotropic chemical shifts are then used for the first time to simulate 2D correlation
lineshapes associated with these distortions, which permit their evaluation as a potential source of disorder
by comparison to experimental 2D cross-peaks between phosphorus sites. This new type of structural constraints
allows the identification of changes in the bonding geometry that most likely contribute to the local structural
disorder. We thus identify at least one type of structural deformation that is compatible with the experimental
2D NMR data and is also within the order of magnitude of the “thermal ellipsoids” associated with the
uncertainties on the atomic positions of the X-ray diffraction structure.

1. Introduction

Detailed characterization, at the molecular level, of structural
disorder is an increasingly important challenge in materials
science, biochemistry, or pharmaceutical industry, for example.
Indeed, disordered systems are generally difficult to access using
conventional characterization methods, such as diffraction
techniques, which often rely on the existence of long-range
atomic order. Nuclear magnetic resonance (NMR), on the other
hand, has long been used for the study of disordered materials,
since it allows the observation of the local chemical environment
independently of the existence of long-range order.1-4

State-of-the-art multidimensional NMR correlation techniques
in conditions of magic angle spinning (MAS) now offer many
new opportunities to probe the local structure of noncrystalline
solids, including the large range of inorganic systems involving
quadrupolar nuclei (i.e., having a nuclear spin I > 1/2), whose
intrinsic quadrupolar broadening can be removed by key
technical (double rotation,5 dynamic-angle spinning6,7) and
multiple-pulse (multiple-quantum MAS,8,9 satellite-transition
MAS10) approaches. Many powerful multidimensional tech-
niques derived from these methods emerged in the past decades
(see, for example, refs 11-13 for recent general reviews), which

have driven considerable progress in the understanding, at the
molecular level, of disordered inorganic14 (e.g., glasses15-19),
hybrid,20-22 or organic materials (e.g., biopolymers23).

In disordered solids where quadrupolar nuclei are not
involved, the resolution of one-dimensional (1D) NMR spectra
is also limited by broad distributions of isotropic chemical shifts
resulting from the variations of local environments at each
chemical site. The associated inhomogeneous broadening,2,24

though typically smaller than quadrupolar lineshapes, often leads
to partial overlap between the chemically different sites that
complicate the interpretation of 1D NMR spectra. Advanced
multidimensional NMR techniques can nevertheless be used to
probe the local short-range order in noncrystalline solids through
the differentiation of diverse molecular motifs up to the
nanometer length scale19,25 and may even overcome the resolu-
tion limits of 1D spectra through the observation (in favorable
cases) of high-resolution two-dimensional (2D) correlation
spectra.26-31 This is typically the case in partially ordered
materials27 such as short-range ordered surfactant-templated
layered silicates,26,28 for example, in which the origins of small-
amplitude structural disorder can be investigated through the
analysis of 2D correlated NMR lineshapes with statistical
methods29 to extract the underlying (potentially extremely rich)
structural information.29,31,32 (We note that similar resolution
enhancements in 2D as compared to 1D NMR spectra are
commonly observed independently of the presence or absence
of substantial structural disorder in solids subject to inhomo-
geneous broadening from anisotropic bulk magnetic susceptibil-
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ity (ABMS),2,33 or from bulk paramagnetic susceptibility in the
presence of a paramagnetic center.34,35).

However, because the structural information contained in the
2D NMR lineshapes is encoded in terms of isotropic chemical
shifts, the link with structural features is difficult to establish.
Thus, detailed interpretations of the 2D NMR lineshapes of
disordered systems in the form of distributions of local bonding
geometries (e.g., bond angles, dihedral angles, etc.), for example,
have remained particularly scarce36,37 and mostly limited to the
use of lineshapes resulting from anisotropic interactions (qua-
drupolar broadening38,39 or chemical shift anisotropy in oriented
samples40,41). Ab initio or first principles (i.e., DFT) calculations
have recently appeared as valuable means of establishing the
missing link between the variations of the local structure
associated with disorder and experimental distributions of
isotropic chemical shifts. In the past decade, much progress has
indeed been made in the accurate prediction of chemical shifts
in the solid state from first principles,42-45 in particular. Except
for a few notable examples,36,37,46 however, DFT calculations
of isotropic NMR chemical shifts have mainly focused on
identifying different chemical sites, rather than interpreting small
changes of isotropic chemical shifts (of the order of a ppm or
so) within a single chemical site in detailed structural terms.

Here we propose a general approach for the structural
interpretation of small amplitude local disorder in partially
ordered solids, which combines high-resolution 2D nuclear
magnetic resonance and first principles calculations. Through
the example of a model system of bisphosphinoamine, we show
how statistical analyses of 2D NMR lineshapes obtained from
through-space correlation experiments collected using variable
mixing times can be used to unambiguously identify the
presence of static disorder and to probe its spatial range.
Furthermore, we show how low-energy vibration modes cal-
culated from first principles can be conveniently used to generate
a basis set of physically plausible local distortions as candidates
for describing the static distributions of local geometries that
are responsible for the disorder. These low frequency modes
are not considered as a cause or a source of disorder but indicate
instead deformations associated with the lowest energy distor-
tions that the molecules could potentially undergo as a result
of external stresses such as packing, for example. Calculations
of NMR 31P isotropic chemical shifts are then used to predict
the 2D 31P-31P correlation lineshapes associated with each
candidate distortion thus obtained, which are then compared to
the experimental 2D lineshapes. This novel type of structural
constraints based on 2D isotropic chemical shift distributions
between correlated sites allows the identification of complex
distortions (i.e., involving concerted changes of several bond
and/or dihedral angles) of the local bonding geometry that likely
contribute to the structural disorder.

2. Experimental Section

2.1. Description of the Sample. The sample used for this
study is N,N-bis(diphenylphosphino)-N-((S)-R-methylbenzy-
l)amine (1). It was synthesized in the Laboratoire d’Etudes
Dynamiques et Structurales de la Sélectivité (Grenoble, France)
as a π-acceptor bidentate ligand of a dicobalt complex, which
has been studied as a candidate of the asymmetric Pauson-Khand
reactions,47,48 for which this class of ligands turned out to provide
improved reactivity as well as slight final enantiomeric excess.

2.2. NMR Spectroscopy. The 31P{1H} CP-MAS spectrum
was obtained on a Bruker Avance 700 standard bore spectrom-
eter operating at 1H and 31P frequencies of 700.13 and 283.42
MHz, respectively, using a 2.5 mm double resonance probe at

a MAS frequency of 32 kHz. Polarization transfer from 1H to
31P was achieved with a contact time of 2 ms using an adiabatic
shape on the proton channel.49 The SPINAL6450 scheme at a
proton nutation frequency of 125 kHz was used for heteronuclear
decoupling.

The proton-driven 31P-31P spin-diffusion experiments were
recorded on a Bruker Avance 500 wide bore spectrometer
operating at 1H and 31P frequencies of 500.1 and 202.5 MHz,
respectively, using a 2.5 mm double resonance probe. The MAS
frequency was set to 9 kHz, and SPINAL64 proton decoupling
at the nutation frequency of 140 kHz was applied during
evolution and detection periods. A total of 256 points were
acquired in the indirect dimension, within 16 transients. Cross
polarization from protons to 31P nuclei was achieved using a
ramp on the proton channel and a contact time of 2 ms.

Extraction of conditional probability matrices, and calculation
of chemical shift correlation coefficients from 2D homonuclear
correlation spectra, were achieved by using a homemade Matlab
routine that is available upon request to the authors.29,31 This
procedure has also recently been implemented in the matNMR
toolbox of J. D. Van Beek.51

2.3. Computations. Gas-phase geometry optimizations, cal-
culations of 31P NMR shieldings, and frequency calculations
were carried out at the density functional level of theory (DFT)
using Gaussian 0352 and the B3 hybrid exchange53 functional,
together with the PW91 correlation54 functional for NMR
calculations, and with the LYP55 correlation functional for
geometry optimizations and frequency calculations. Standard
6-31G* basis sets were used for all of the geometry optimiza-
tions and frequency calculations, and the more demanding
chemical shift calculations (in terms of atom core description
in particular) were achieved using locally dense basis sets, made
of IGLO-III56 for phosphorus and nitrogen atoms and IGLO-II
for carbon atoms, while the 6-31G basis was kept for hydrogen
atoms. Parameters for the IGLO-II and IGLO-III basis sets were
obtained from the Basis Set Exchange program57,58 of the
Environmental and Molecular Sciences Laboratory.

First principles calculations in periodic boundary conditions
were achieved using the CASTEP code,59,60 which relies on a
plane-wave-based DFT approach. The electron correlation
effects are modeled using the PBE generalized gradient ap-
proximation.61 For the geometry optimization we employed
“ultrasoft” pseudopotentials62 and a planewave cutoff energy
of 392 eV. The unit cell parameters, namely (8.961, 16.663,
18.080 Å) and (94.83, 95.82, 93.23°) were taken from the XRD
structure and kept fixed during the optimization. A 3 × 2 × 1
Monkhorst-Pack63 grid was used to sample the Brillouin zone.
The NMR calculations were performed using the Gauge
Including Projector Augmented Wave approach (GIPAW),42 at
the same cutoff energy of 392 eV. This method allows for a
full solid-state treatment of the system under investigation.

To avoid any unnecessary errors, the calculated shifts were
arbitrarily referenced by fitting the calculated shieldings as a
function of the experimental shift value by a straight line of
slope -1 (the intercept thus being the only variable). The
reference value is then extracted from the intercept of the best
fit. This requires, of course, preliminary assignment, which was
proposed from first principles calculations discussed further
below.

3. Results and Discussion

3.1. Structural Disorder in “Crystalline” Solids. Our first
objective is to characterize the presence and extent of disorder
in polycrystalline N,N-bis(diphenylphosphino)-N-((S)-R-meth-
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ylbenzyl)amine (1), which we consider as a model system for
this type of study, and whose structure is shown in Figure 1a,
to illustrate a general approach for the detailed examination of
slight structural disorder in partially ordered molecular solids.
The bisphosphinoamine (1) is a crystalline material in the
common sense of the term, meaning that it has well-defined
wide-angle X-ray reflections, from which a crystal structure
could be determined.64 The XRD structure has four molecules
with distinct conformations per unit cell, each of which contains
two phosphorus atoms, giving rise to eight 31P NMR resonances,
some of which are overlapped, as shown in the 31P{1H} CP-
MAS spectrum shown in Figure 1a but which can be fully
resolved using 2D 31P-31P correlation spectroscopy.27

Despite the high degree of long-range molecular order that
yields well-defined XRD reflections, the 31P NMR resonances
of 1 are generally broad (typically ca. 1 ppm full width at half-
maximum, fwhm), and yield remarkably elongated lineshapes
in 2D NMR (see ref 27 or Figure S1). These lineshapes are the
signature of distributions of isotropic frequencies associated with
each crystallographic 31P site, and they have previously been
attributed to some extent of slight structural disorder,27,29,30 or
possibly to ABMS.27 The observation of static disorder is in
apparent contradiction with the XRD structure of 1, which shows
no disorder in the crystallographic sense of the term, i.e., all of
the atoms are associated with well-defined crystallographic
positions.64 However, the XRD analysis shows uncertainties on
the atomic positions, as expressed by the B-factors, which are
usually interpreted as the thermal agitation of a given atom in
the course of the XRD experiment (of the order of hours), and
are referred to as dynamic disorder. Such fluctuations in the
positions of the atoms are typically represented by ellipsoids,
which correspond to isosurfaces of probability of presence, as
shown for example for Residue 1 (at 40% probability) in Figure
1b. Specifically, the thermal ellipsoids suggest in this case a
substantial freedom of rotation around the C-P, the P-N, and

the N-C bonds. Here we will show that what is often considered
as thermal motion may in some cases correspond, on the NMR
time scale (i.e., 10-2 to 10-1 s), to static distributions of slightly
distorted structures, and we propose a general strategy for the
detailed interpretation of this slight static disorder using isotropic
chemical shifts, by combining 2D correlation NMR spectroscopy
and first principles calculations.

3.2. First Principles Studies of the Crystal Structure. A
prerequisite step for the detailed structural analysis of solids is
the assignment of the distinct NMR resonances to the different
crystallographic sites. In the case of 1, the eight 31P NMR peaks
have previously been classified in four 31P-N-31P pairs
corresponding to the four conformationally distinct residues of
the crystal structure using through-bond double-quantum (DQ)
31P NMR,27 specifically the refocused INADEQUATE experi-
ment.65 In this section, we use first principles calculations of
NMR chemical shifts with periodic boundary conditions to
propose a complete assignment of the eight 31P NMR resonances
to the crystallographic sites of 1.

In recent years, first principles calculations of NMR param-
eters have been increasingly used in combination with solid-
state NMR (see, for example, refs 37, 66-78). This rapidly
growing interest has been driven in particular by the emerging
potential offered by the introduction of accurate chemical shift
calculations with periodic boundary conditions,42,45 using plane-
waves and pseudopotentials in the DFT code CASTEP,59,60

which allows for integration of the long-range molecular
environment of solids at low computational cost. It has been
established that geometry optimization of published X-ray
coordinates, and in particular the position of H atoms, is
a prerequisite for reliable chemical shift calculations.79 Figure
2a shows the superposition of the XRD structure (in red) and a
fully relaxed structure optimized using CASTEP (in blue) with
the unit cell parameters kept fixed (which will be referred to in
the following as the “AllOpt-CL” structure, where “CL” is for
“in the crystal lattice”). Hydrogen atoms have been hidden for
clarity in this figure. Only very slight differences are observed
between the two structures, as expressed by a heavy atom root-
mean-square deviation (rmsd) of 0.039 Å (and an rsmd including
H atoms of 0.118 Å) (rmsd ) ∑i ) 1̂

N (xopt,i - xXRD,i)2/(3N) ]1/2,
where i ) 1... N designates the atoms, and xopt,i and xXRD,i are
the Cartesian coordinates of the atom i in the XRD, AllOpt-CL
structures, respectively). Despite these small differences, the
geometry optimization with periodic boundary conditions
provides significant improvement of the calculated chemical
shifts, as compared to the XRD structure with only the H atoms
relaxed, and allows complete assignment of the eight 31P NMR
resonances.

A convenient way of assigning the 31P NMR signals to the
distinct crystallographic sites consists of comparing the positions
of the 2D 31P-N-31P correlation cross-peaks as observed in
the refocused INADEQUATE experiment65 reported in refs 27
or 29 (shown as black open circles in Figure 2b) with the cross-
peak positions predicted from first principles calculations. The
cross-peak positions reported in this figure correspond to single-
quantum-double-quantum (SQ-DQ) correlations, where the
cross-peaks associated with two correlated sites appear at the
same frequency in the indirect (vertical) dimension, namely at
the sum of their individual shifts. First principles calculations
of NMR chemical shifts carried out with CASTEP on the XRD
structure where only hydrogen atoms were allowed to relax
(“Hopt-CL” structure) are reported as yellow squares in Figure
2a. They allow the unambiguous assignment of the pair of
31P-N-31P cross-peaks at ca. 99 ppm in the DQ (vertical)

Figure 1. (a) Planar formula of N,N-bis(diphenylphosphino)-N-((S)-
R-methylbenzyl)amine (1), along with the corresponding 31P{1H} CP-
MAS spectrum, recorded at 16.44 T and at a MAS frequency of 32
kHz. The asymmetric unit contains four conformationally distinct
molecules, which give rise to eight inequivalent (albeit partially
overlapping) 31P sites. (b) Residue 1 extracted from the X-ray structure
of 1, with the thermal ellipsoids representing the isosurfaces of 40%
presence probability.
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dimension to Residue 4 in the crystal structure (see Table 1).
Good agreement is also found between the pairs of cross-peaks
at ca. 114 and ca. 116 ppm in the DQ dimension with the
calculated chemical shifts of Residues 2 and 3, respectively.
Some ambiguity nevertheless persists at this point since the
cross-peak positions predicted for Residue 1 differ significantly
from the remaining pair of 31P-N-31P cross-peaks at ca. 108
ppm in the DQ dimension. In contrast, similar chemical shift
calculations carried out with CASTEP on the fully relaxed
structure (“AllOpt-CL”) shows substantially improved agree-
ment for the predicted cross-peak positions of Residue 1, thereby
confirming unambiguously the assignment of the eight 31P

resonances to the eight distinct crystallographic sites suggested
by the calculations carried out on the Hopt-CL structure. This
assignment is given in Table 1 and is indicated on the 31P{1H}
CP-MAS spectrum of Figure 1a. The only possible ambiguity
that remains, of little relevance in the analysis of the disorder
that is the main focus of this work, concerns the assignment of
the two 31P resonances 2a and 2b associated with Residue 2,
which have very close frequencies (57.4 and 57.0 ppm). We
are nevertheless confident that the assignment proposed for this
pair in Table 1 (namely the 31P resonances 2a at 57.4 ppm and
2b at 57.0 ppm attributed to P atoms 4 and 3 of the XRD
structure, respectively) is correct, based on the previous
observations that first principles calculations using CASTEP
generally predict accurate signs of the chemical shift differences
between pairs of even slightly inequivalent sites.72,75 On the basis
of this assignment, the same data has been reported in a more
conventional way (Figure 2c), as a correlation plot between
calculated shieldings and experimental chemical shifts. The
improved agreement between experiment and calculations upon
geometry optimization in periodic boundary conditions is
similarly reflected in this plot, with smaller deviations from the
ideal -1 correlation (solid lines) for CASTEP calculations
carried out on the AllOpt-CL structure (red circles) (rmsd of
1.33 ppm) as compared to calculations performed on the HOpt-
CL structure (yellow squares) (rmsd of 1.88 ppm) (Here, rmsd
) [∑i)1

N (σcalcd,i - σ0,i)2/N]1/2, where i ) 1... N designates the
31P nuclei, σcalcd,i is the calculated isotropic shielding for i, and
σ0,i is the shielding given by the best fit of the series of calculated
shieldings to σ0,i ) -δi + a (solid lines in Figure 2c)).

To understand in more detail the structural features that
account for the relative positions of the different NMR
resonances, chemical shift calculations were finally carried out
on each residue of the AllOpt-CL structure considered in
isolation (i.e., in the gas phase), using Gaussian 03.52 The SQ-
DQ cross-peak positions thus predicted have been represented
as green triangles in figures 2b and 2c and show very similar
trends as those observed from the CASTEP calculations carried
out on the same structure (red circles) in the full crystalline
environment, with an acceptable rmsd of 1.95 ppm. This
suggests that, in the particular case of 1, inter-residue electronic
effects have little influence on relative chemical shifts of the
different crystallographic 31P sites, despite the presence of a
large number of phenyl rings in the structure, whose long-range
effects on chemical shifts are well-known.80,81 Hence, the local
structure around the two phosphorus atoms in each molecule
controls the relative 31P chemical shifts in this system. Here,
the main advantage of calculations using periodic boundary
conditions is thus to account for the stabilization of the different
residues in their respective crystallographic conformation by
steric effects.

3.3. Nature, Spatial Range, And Quantification of the
Structural Disorder. With the complete assignment of the 31P
NMR resonances of 1 to the different crystallographic sites, we
can now turn our attention to the more subtle effects that are
responsible for the distributions of isotropic chemical shifts and
the associated elongated 31P-31P cross-peaks in 2D NMR
spectra.27,29 Specifically, in addition to the slight static structural
disorder within the uncertainties of the XRD structure that has
been hypothesized, several effects can potentially account for
the elongation of the 31P-31P correlation lineshapes parallel to
the diagonal, such as ABMS broadening,27,33,35 or the second-
order dipole-quadrupole interaction between the 31P nuclei and
the quadrupolar 14N nuclei (nuclear spin I ) 1, natural
abundance of 99.6%).82 The latter effect is expected to induce

Figure 2. (a) Superposition of the X-ray structure of 1 (in red) and
the structure relaxed using CASTEP (“AllOpt-CL”, in blue), with cell
parameters kept frozen. The position of the four N atoms was matched
for comparison, and the average rmsd was 0.039 Å, excluding the H
atoms, which are not shown for clarity in this figure. (b) Comparison
of different calculated SQ-DQ spectra with positions of experimental
cross-peaks (open black circles), as obtained previously.27,29 Red circles
correspond to a CASTEP calculation on the AllOpt-CL structure.
Yellow squares correspond to the CASTEP calculation with only the
H atoms relaxed (HOpt-CL). Green triangles were obtained considering
every residue of the AllOpt-CL structure in isolation with Gaussian
03. The assignment was proposed on the basis on this figure and is
indicated by the dashed-line areas and corresponding labels. (c) Same
data as in b shown as correlation plots between the experimental 31P
shifts and the calculated shieldings, using the same color code as in b.
The solid lines correspond to the best fits of each data set to a straight
line with an imposed slope of -1.
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a splitting of each individual 31P resonance as a result of the
proximity to the nearby 14N nucleus under MAS, which can be
calculated from the electric field gradient tensor and the
internuclear distance.82 In the particular case of 1, we predict
splittings of less than ca. 80 Hz at 11.74 T using DFT
calculations of the electric field gradient (see details in Sup-
porting Information), i.e., less 0.4 ppm as compared to observed
experimental 31P resonances of full width at half-maximum
(fwmh) of about 1.0 ppm. Although this is obviously a
significant effect, it does not account for the broadening. This
is especially true at higher magnetic fields, since the second
order dipole-quadrupole interaction scales with the inverse of
the magnetic field. For example, similar elongated 2D NMR
lineshapes were also observed at 16.44 T (data not shown)
despite predicted splittings of individual 31P resonances of less
than 0.2 ppm (less 60 Hz at 16.44 T, see Supporting Informa-
tion). Thus, since 1 is used here as a model system to present
a general strategy for the characterization of the structural
disorder in partially ordered solids, we chose to neglect the
potential contribution of the second-order dipole-quadrupole
interaction below.

Potential contributions from ABMS, on the other hand, can
be probed by examining the spatial range of the interactions
that are responsible for the elongated 2D NMR lineshapes. Here,
we use through-space correlation spectroscopy to demonstrate
the short spatial range of the effects that account for the
elongated 2D 31P-31P correlation lineshapes, which are thereby
unambiguously attributed to small amplitude local structural
disorder. By definition, ABMS effects have a long range, of
the order of crystallite dimensions, and would yield identical
peak elongation along the diagonal axis (in ppm) for any type
of correlation spectrum (e.g., homo- or heteronuclear, through-
bond or through-space correlation experiment). Specifically,
series of 2D 31P-31P proton-driven spin-diffusion (PDSD)
experiments were recorded with mixing times τM ranging from
20 ms to 2 s (see Figure S1, Supporting Information for the
whole series of spectra), during which through-space magnetiza-
tion exchange between phosphorus atoms a few angströms apart
can occur, resulting in off-diagonal correlation peaks. At short
mixing times τM, essentially intraresidue correlations Xa-Xb,
with X ) 1, 2, 3, or 4, across the short (<3.0 Å) 31P-N-31P
distances are present, as illustrated for τM ) 100 ms in Figure
3a. For longer mixing times, additional cross-peaks appear that
are unambiguously assigned to purely inter-residue correlations,
as is the case for τM ) 2 s (Figure 3b). Interestingly, the
elongated profile of the intraresidue correlation peaks observed
at short spin-diffusion mixing times disappears when longer-
range inter-residue correlations are present. This not only rules
out contributions from ABMS but more importantly is a clear
indication that the interactions that are responsible for the

elongated 31P-31P lineshapes observed so far (Figure 3a and
refs 27, 29, 30) have a strictly local character.

Specifically, more detailed information on the spatial range
of the disorder can be obtained from quantitative analyses of
the 31P-31P cross-peaks obtained at various spin-diffusion
mixing times. In particular, we recently discussed statistical
analyses based on conditional probability distributions that can

TABLE 1: Complete Assignment of 31P NMR Signals to the Crystallographic Sites

residue no.a P atoms XRD labela calcd 31P chemical shift (ppm)b exptl 31P chemical shift (ppm)c exptl DQ chemical shift (ppm)c assignment

1 1 56.7 56.5 107.5 1a
2 50.6 51.0 1b

2 3 57.7 57.0 114.4 2b
4 59.2 57.4 2a

3 5 55.9 55.7 115.9 3a
6 61.7 60.2 3b

4 7 49.1 50.9 98.6 4a
8 45.5 47.7 4b

a As in ref 64. b From CASTEP, after full optimization in periodic boundary conditions. c Position of the center of mass (with uncertainties
of ca. ( 0.1 ppm) of the cross-peaks of a 2D refocused INADEQUATE spectrum recorded at 11.74 T, 32 kHz MAS, at ambient temperature,30

and referenced to 85% phosphoric acid (at 0.0 ppm).

Figure 3. (a, b) NMR proton-driven 31P-31P spin-diffusion spectra
recorded with spin-diffusion mixing times of (a) 100 ms and (b) 2 s,
in otherwise identical conditions (11.74 Telsa, at a MAS frequency of
9 kHz). (c) Pair of conditional probability matrices CPM1 and CPM2
extracted from the purely intraresidue 3a-3b cross-peak outlined in a,
and obtained with a spin-diffusion mixing time of 100 ms. (d) Pair of
conditional probability matrices CPM1 and CPM2 extracted from the
long-range inter-residue cross-peak outlined in b, which is a mixture
of 3a-1b and 3a-4a correlation, for a spin-diffusion mixing time of 2 s.
The red lines in c and d correspond to the best fits of maximum
intensities in the CPM1 and CPM2 matrices to straight lines, from which
the rAB correlation coefficients were extracted (see Supporting Informa-
tion).
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be extracted from 2D correlation peaks.29 For example, Figure
3c shows the pair of conditional probability matrices CPM1
and CPM2 that can be extracted (see details in Supporting
Information) from the 3a-3b correlation peak at (60.2, 55.5 ppm)
in the PDSD experiment recorded with τM ) 100 ms (outlined
in Figure 3a). The intensity of a point CPM1(ω3a

k ,ω3b
l ) of the

conditional probability distribution CPM1 yields the probability
that 31P site 3a resonates at ω3a

k given that 31P site 3b resonates
at ω3b

l . Similarly, the intensity CPM2(ω3a
k ,ω3b

l ) of the conditional
probability distribution CPM2 gives the probability that site 3b
resonates at ω3b

l given that site 3a resonates at ω3a
k .29 (The

conditional probability distributions CPM1 and CPM2 thus only
differ by the information that is considered known, namely the
resonance frequency of site 3b or site 3a, respectively.)

The comparisons of the conditional probability distributions
extracted from intraresidue and inter-residue correlations from
the PDSD experiments recorded for τM ) 100 ms (Figure 3a)
and τM ) 2 s (Figure 3b), respectively, show remarkable
differences. Specifically, the elongated intraresidue 3a-3b cross-
peak highlighted in Figure 3a yields CPM1 and CPM2 matrices
with nearly parallel profiles (Figure 3c), indicating a high degree
of chemical shift correlation between these two sites. By
comparison, the significantly broader inter-residue cross-peaks
observed at longer mixing times yield pairs of conditional
probability distributions CPM1 and CPM2 with substantially
different profile directions, as illustrated in Figure 3d by the
probability distributions extracted from the (degenerate) 3a-1b
and 3a-4a correlation peaks highlighted in Figure 3b. On the
basis of the observation of similar variations in the relative
profiles of pairs of conditional probability matrices in different
systems, we have shown31 that the degree of local order can be
quantified through the extraction of coefficients expressing the
degree of chemical shift correlation rAB between to sites A and
B. These coefficients vary between 0 and 1, where 0 corresponds
to a total absence of chemical shift correlation between the two
sites, whereas rAB ) 1 indicates a perfect linear correlation. A
series of these chemical shift correlation coefficients rAB were
extracted from the different 31P-31P correlation peaks obtained
for τM ) 100 ms and 2 s, and they are reported in Table 2
along with the assignments to either or both intraresidue and/
or inter-residue correlations, and the associated P-P distances
extracted from the crystal structure. At short spin-diffusion
mixing times, high degrees of chemical shift correlation rAB are
observed for all cross-peaks (between 0.77 and 0.89), which
result from essentially intraresidue correlations (P-P distances
of less than 3.0 Å), with potentially only small additional
contributions from inter-residue correlations between for ex-
ample a 31P site Xa and the 31P site Xb (X ) 1, 3, or 4) in an
adjacent unit cell (P-P distances of between 6.0 and 8.1 Å

depending on the residue). The degree of chemical shift
correlation dramatically decreases when longer-range correla-
tions are considered, at spin-diffusion mixing times of 2 s, as
illustrated for example by rAB values of ca. 0.6 for inter-residue
correlations 3a-1b (and overlapping 3a-4b), or 3a-4b, which are
associated with P-P distances of between 8.9 and 11.0 Å. We
again note at this point that this excludes ABMS effects for
source of broadening here, since long-range (by definition)
ABMS would produce high correlation coefficients for all
correlation peaks at all mixing times.

This significant decrease in the degree of chemical shift
correlation, i.e., in the degree of local order, as a function of
the internuclear distance is reflected even more clearly by
extracting Pearson product-moment coefficients that are com-
monly used to quantify the degree of correlation between two
variables.83,84 The Pearson correlation coefficients FAB between
the chemical shift distributions of sites A and B also vary from
0 to 1 for increasing extents of correlation in the case of a
positive correlation (high frequencies of one site correlate with
high frequencies of the other site, and low frequencies correlate
with low frequencies) and decrease between 0 and -1 for
negative correlations (or “anti-correlations”, i.e., correlations
between high frequencies of one site and low frequencies of
the other site), and can be extracted very easily from single-
quantum-single-quantum (SQ-SQ) cross-peaks as detailed in
Supporting Information. These Pearson chemical shift correla-
tion coefficients FAB were also extracted from the different cross-
peaks of the PDSD spectra of Figure 3a and 3b, and show
identical trends to the rAB coefficients, since they decrease from
between 0.72 and 0.82 for short-range intraresidue correlations
to between 0.4 and 0.52 for long-range inter-residue correlations.

Using these quantitative analyses, it is then possible to follow
the change in the degree of correlation, and thus the degree of
order, reflected by a given 2D cross-peak when the spin-
diffusion time increases, i.e., for increasing contributions of long-
range correlations. For example, Figure 4 shows the r4a4b (gray
diamonds and gray error bars) and Pearson product moment
F4a4b (black squares and black error bars) coefficients extracted
for the 4a-4b correlation peaks as a function of τM. This cross-
peak is associated with an intraresidue P-P distance of 2.97 Å
and an inter-residue distance of 6.0 Å, with additional contribu-
tions from the overlapping 4a-1b correlation at long mixing
times (three P-P distances between 8.4 and 11.0 Å, see Table
2). Generally smaller Pearson coefficients F4a4b are observed as
compared to the r4a4b coefficients, which is due to the fact that
the procedure for extracting the r4a4b coefficients focuses on the
intensity maxima of the conditional probability distributions,
which are thus more sensitive to the dominant short-range
contribution, in contrast with the F4a4b coefficients that integrate

TABLE 2: Chemical Shift Correlation Coefficients Extracted from 31P-31P PDSD Experiments with Spin-Diffusion Mixing
Times of 100 ms and 2 s

spin-diffusion
mixing time (s)

cross-peak
position (ppm) assignment (s)

intraresidue
distance (Å)

inter-residue
distances (Å)a

rAB correlation
coefficientsb,c

FAB correlation
coefficientsc

0.1 (60.2, 52.4) 3a-3b 2.97 6.0 0.87 ( 0.03 0.79 ( 0.01
(56.2, 50.8) 1a-1b 2.98 8.1 0.89 ( 0.01 0.82 ( 0.01
(50.6, 47.5) 4a-4b 2.97 6.0 0.77 ( 0.01 0.72 ( 0.01

2.0 (60.3, 50.6) 3a-1b - 10.2 0.62 ( 0.04 0.48 ( 0.00
3a-4b - 9.5, 10.9

(50.6, 47.5) 4a-4b 2.97 6.0 0.58 ( 0.10 0.52 ( 0.01
4a-1b - 8.4, 9.8, 11.0

(60.2, 47.5) 3a-4b - 8.9, 9.1, 10.9 0.6d 0.4d

a Cutoff value of 11.0 Å. b Calculated as in ref 31; see Supporting Information. c Uncertainties correspond to the difference between similar
coefficients calculated from the two symmetric cross-peaks of a given PDSD spectrum. d Calculated from one cross-peak only, since the second
had too low intensity.
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the full 2D line shape. In both cases, however, a clear monotonic
decrease of the degree of chemical shift correlation is observed
for increasing mixing times, which is again consistent with a
decrease of the degree of order with the internuclear distance.
This supports the hypothesis that the disorder is due to structural
variations within each molecule, which are already not (or
poorly) correlated with the distortions of the next-nearest
residues. This conclusion is consistent with previous observa-
tions of distributions of 2J(31P-N-31P) scalar couplings in 1.30

Indeed, scalar couplings have a highly localized character, so
that 2J(31P-N-31P) coupling distributions are indicative of
variations of the local bonding geometry around the P-N-P
fragments across the sample. Furthermore, the essentially
intraresidue range of the chemical shift correlations observed
here rules out disorder due to variations in the periodic structures
from one crystallite to the next or even from different several-
nanometer-size (or above) domains within the crystallites. For
the same reason, intermolecular effects such as chemical shift
variations induced by distributions of orientations of aromatic
rings in nearby residues,81,85-87 for example, most likely only
have minor contributions to the disorder in the present case. In
summary, these results clearly reveal that this system exhibits
static disorder in the conformations of its constituent molecules
on the length scale of around 10 Å.

3.4. Structural Interpretations of the Disorder. Qualitative
and quantitative approaches based on 2D NMR line shape
analyses were proposed to probe the existence and the spatial
range of the static structural disorder in the previous section.
In the case of 1, it becomes clear that the elongated 2D 31P-31P
lineshapes are due to slight local structural distortions of the
bonding geometry, for which structural interpretations will now
be proposed using first principles calculations.

The number of degrees of freedom that can potentially
account for the local structural disorder in a molecule such as
1 is enormous and includes strictly local distortions of individual
angles as well as concerted distortions of several bond and
dihedral angles and/or distances in the molecule. As a possible
approach to this problem, in this section, we therefore propose
to use low-energy vibration modes to generate physically
plausible basis sets of potential deViations from an aVerage
structure. Such low-energy modes are thus not considered as a
source or a cause of disorder but correspond instead to
energetically favorable internal distortions of a given residue,

which could be stabilized by intermolecular (essentially steric)
interactions with surrounding molecules in the crystal, to lead
to static disorder.

Since we have established (see section 3.3) that the disorder
in 1 has an essentially intramolecular character (thereby ruling
out intermolecular effects such as ring currents on nearby
residues), basis sets of distortions generated by collective
vibration modes of the lattice would not account for the disorder.
On the other hand, low-energy vibration modes involving
essentially local independent distortions of single residues could
be used to describe the structural variations associated with the
disorder. Chemical shift calculations could then be carried out
for all 31P sites on a series of modified structures generated along
such intraresidue vibration modes. For each vibrational mode,
the results would finally be shown as a series of superimposed
predicted 2D spectra yielding 2D trajectories, i.e., predicted
lineshapes, that could then be compared to the orientations of
the experimental 2D cross-peaks (such as those of Figure 3a),
thereby allowing the identification of structural distortions that
are consistent with the observed disorder. Indeed, while a 1D
chemical shift distribution is potentially consistent with virtually
any local structural distortion, only a limited number of these
low energy distortions may be consistent with the 2D distribution
associated with correlated sites,29 and, in the particular case of
1, would reproduce the 1:1 linear correlations observed for
31P-N-31P pairs.

In practice, frequency calculations must be carried out on a
fully relaxed (atomic positions and unit cell size and shape)
crystal structure, where each molecule is found in a nonequi-
librium geometry stabilized by its crystalline environment,
principally through steric effects in the case of 1. The crystalline
environment is hence expected to influence the degrees of
freedom of the molecule and thus the nature and the amplitude
of even essentially intraresidue vibration modes, which, ideally,
should consequently be calculated in the full solid-state environ-
ment with periodic boundary conditions. Unfortunately, because
of the size of the system (256 atoms per unit cell) and of its
large flexibility, were not able to calculate the vibrational modes
of 1 using periodic boundary conditions. Nevertheless, our
objective is to generate and test (using subsequent chemical shift
calculations) plausible groups of structures, rather than to
accurately describe the vibration modes of the molecule.
Therefore, we used an alternative approach based on gas-phase
frequency calculations.

Given the short spatial range of the disorder, and its essentially
intramolecular character (see section 3.3), vibration modes
calculated for molecules considered in isolation (i.e., in the gas
phase) are expected to provide reasonably plausible sets of
potential distortions, despite their neglecting intermolecular
effects (e.g., ring currents from aromatic rings in neighboring
residues, or variations of the hydrogen bonding network in other
organic solids87) as a potential source of disorder. Moreover,
we have also shown that chemical shift calculations carried out
in the gas-phase yield good results provided the initial geometry
has been optimized in the crystal (see section 3.2). As mentioned
above, however, each residue of the AllOpt-CL structure, when
considered in isolation, is found in a nonequilibrium geometry,
on which gas-phase vibrational frequency calculation cannot
be performed. Separate geometry optimizations were therefore
carried out for each residue using Gaussian 03, yielding two
distinct minimum-energy conformations, which we refer to as
“AllOpt-GP-A” and “AllOpt-GP-B”, as obtained from residues
1 and 4, and from residues 2 and 3, respectively. These two
gas-phase-optimized structures essentially differ by the orienta-

Figure 4. Chemical shift correlation coefficients associated with
31P-31P pair 4a-4b (50.9, 47.7 ppm) extracted from 31P-31P PDSD
experiments at spin-diffusion mixing times ranging from 20 ms to 2s
(see Supporting Information, Figure S1). Correlation coefficients
calculated as described in ref 31 (r4a4b coefficients) are displayed as
gray diamonds and gray error bars. Pearson product-moment correlation
coefficients F4a4b are shown as black squares and black error bars. The
error bars correspond to the difference between similar coefficients
calculated from the two symmetric 4a-4b cross-peaks of a given PDSD
spectrum.
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tions of the phenyl rings and the torsion angle around the P-N
bonds, with the conformation of AllOpt-GP-A being very similar
to that of residue 1 of the crystal structure, whereas AllOpt-
GP-B is more similar to the residues 2 and 3. (We note that the
conformation of residue 4 in the crystal deviates substantially
from that of both gas-phase optimized structures, and, in the
following, the results obtained for this particular residue should
be considered with care in consequence.)

Gas-phase frequency calculations were then carried out on
optimized structures AllOpt-GP-A and AllOpt-GP-B, and the
low-energy vibration modes, expressed in internal coordinates
(i.e., distances, bond angles, and torsion angles), were subse-
quently applied to residue 1 and 4, and to residues 2 and 3,
respectively, as optimized in the crystal (AllOpt-CL-X, with X
) 1, 2, 3, and 4). Defining V as the normalized distortion vector
(in internal coordinates) associated with a given frequency mode
of the gas-phase optimized structure, and U0 the internal
coordinates of the solid-state optimized residue (using the exact
same set of internal coordinate definitions), a series of distorted
molecules of coordinates U(K) is obtained by applying the
simple relation:

U(K))U0 +KV (1)

Calculations of 31P chemical shifts are then carried out on
the distorted structures with U(K) coordinates. The K values
determine the sign and amplitude of the distortions and were
chosen to yield calculated chemical shifts that roughly reproduce
the experimentally observed chemical shift ranges (i.e., 31P NMR
peaks with fwhm of ca. 1 ppm) (To simplify the analyses and
calculations of the internal distortions from a given vibrational
mode, we only considered variations of bond angles and dihedral
angles above arbitrary cutoff values for K ) 1 of 0.4 and 1°,
respectively, for the calculation of the distortion vector V.
Variations of bond lengths were not considered.)

For each residue, and for a few of the lowest energy vibration
modes (arbitrarily chosen below 30 cm-1), a set of distorted
structures was generated (with K ) -2 to 2), and the 31P
chemical shifts calculated for the two P atoms of each structure
are reported in a 2D plot, representing the chemical shift of the
31P site Xb as a function of the chemical shift of the 31P site Xa
(X ) 1, 2, 3, or 4). Each resulting plot corresponds to a predicted
SQ-SQ intraresidue correlation peak (e.g., through-bond cor-
relations, or through-space correlations obtained with short
mixing times), and Figure 5 shows a few examples of these
predicted cross-peaks, along with the corresponding set of
distorted structures (shown as red, magenta, gray, cyan, and
blue for K ) -2, -1, 0, 1, 2, respectively). In each 2D plot,
the 1:1 axis, which corresponds to the experimentally observed
correlation axis from PSPD spectra obtained with short mixing
times (Figure 3a), is shown as a gray dashed line. The closer
the calculated trajectory is to the 1:1 axis, the higher the
probability that the associated distortions provide a good
representation of the local disorder in this system. For example
the lowest gas-phase frequency mode obtained from AllOpt-
GP-A (Evib ) 13.7 cm-1) generates distortions of AllOpt-CL-1
(Figure 5a) that agree qualitatively well with the experimental
chemical shift correlation. This suggests that similar distortions
might be partially responsible for the structural disorder. This
mode combines a distortion of the nitrogen pyramid, rotations
around the N-P bonds, and slight rotations of the phenyl rings
bonded to P1b. Here, distortions generated with K ) (2 (red
and blue structures), although seemingly small in amplitude,
result in 31P chemical shift variations of (2-5 ppm as compared
to the original AllOpt-CL-1 structure (in gray). This is signifi-

cantly greater than the observed broadening of the 31P NMR
resonances (fwhm of ca. 1 ppm), such that the actual amplitude
of the disorder would be reproduced by K values in the -0.5
to 0.5 range. The corresponding distortions of the structure are

Figure 5. Series of 31P-31P chemical shift trajectories (i.e., predicted
correlation peaks) calculated on series of structures generated along
low-frequency vibrational modes (see text for details). The nondistorted
structures (K ) 0) correspond to the residues extracted from the AllOpt-
CL structure. For each plot (right), the ensemble of structures considered
is shown (left), with red, magenta, gray, cyan, and blue colors
respectively corresponding to K ) -2, -1, 0, 1, and 2. The 1:1 axis
associated with the experimental isotropic chemical shift correlation is
indicated in each plot by the gray dashed line. Comparisons between
the calculated correlation peaks and the 1:1 axis are used to determine
whether a given set of distortions is compatible with the static structural
disorder in 1. (a) Calculations performed on the AllOpt-CL-1 structure,
and the ensemble of distorted structures obtained from the lowest
vibration modes obtained for AllOpt-GP-A. (b) Calculations performed
on the AllOpt-CL-2, and distortions from the second vibration mode
of AllOpt-GP-B. (c) Calculations performed on the AllOpt-CL-1, and
distortions from the third vibration mode of AllOpt-GP-A. (d) Calcula-
tions performed on the AllOpt-CL-3, and distortions from the third
vibration mode of AllOpt-GP-B.
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small (e.g., within (1-1.5° for the C-P-N-P dihedral angles
defining the rotations of the phenyl rings about the P-N bonds,
within (1-2° for the C-C-P-N dihedral angles defining the
rotations of the phenyl planes about the C-P bonds, and within
(0.2° for the P-N-P bond angle, etc.) and typically in the
range of the thermal ellipsoids (Figure 1b), as hypothesized in
Section 3a, and are thus compatible with the X-ray structure.

Nevertheless, this vibration mode has no equivalent in the
four lowest frequency modes obtained from AllOpt-GP-B and
was not considered for Residues 2 and 3. Neither is this mode
in agreement with the experimental chemical shift correlations
when applied to Residue 4 (which may not be surprising
considering the particular conformation of this residue).

That this procedure generates very strong structural constraints
for the identification of the distortions potentially reproducing
local disorder is demonstrated by considering the distortions
generated for AllOpt-CL-2 along the second vibration mode (Evib

) 22.0 cm-1) calculated for AllOpt-GP-B, as shown in Figure
5b. The associated distortions, which principally correspond
to rotations around the C-N bond, can be immediately excluded
as a source of structural disorder for Residue 2, since they yield
an anticorrelation between the two P atoms, in clear disagree-
ment with the experiment. Yet, it is important to note that such
distortions would perfectly well reproduce the 1D spectrum,
since it is associated with similar variations in magnitude of
both 31P nuclei. Similar anticorrelations were found for this
vibration mode applied to AllOpt-CL-3 and for the equivalent
vibration mode calculated from AllOpt-GP-A and applied to
residues 1 and 4, which confirms that the associated rotations
around the N-C bond of each residue do not contribute to the
disorder in 1. Finally, we found that the third vibration mode
(Evib ) 24.4 and 24.5 cm-1 for AllOpt-GP-A and B, respec-
tively) yields calculated 31P-31P trajectories reasonably close
to the experimental 1:1 correlation for all residues (as shown
in Figure 5c and 5d for AllOpt-CL-1 and AllOpt-CL-3,
respectively). These distortions, which principally correspond
to concerted variations of the torsion angles around both P-N
bonds (of ( 1-1.5° for K ) (0.5, corresponding to chemical
shift variations of the two correlated 31P nuclei the order of (1
ppm), are thus also likely candidates for reproducing the main
sources of local structural disorder in the bisphosphinoamine
1. In summary, our purpose here was not to equate vibrational
modes with disorder, and we have only considered a small
number of modes (here the smallest three). The objective is to
find distortions that can involve many bonds, angles, and
geometries and which are both plausible and compatible with
the experimental data. This approach appears to be validated
here, since we see that some distortions are clearly incompatible
with the strong constraints provided by 2D NMR isotropic
chemical shift distributions between correlated sites, while at
least one of the distortions (involving several concerted varia-
tions of dihedral angles in particular) does reproduce qualita-
tively the trends observed with small amplitude structural
variations that are compatible with the X-ray structure.

4. Conclusions

By combining high-resolution NMR chemical shifts in
disordered solids and first principles calculations, we have shown
how an in-depth analysis of slight structural disorder in partially
ordered materials can be achieved. The presence and the spatial
range of the disorder can be probed using quantitative statistical
analyses of 2D NMR lineshapes obtained from through-space
correlation experiments acquired at variable mixing times. Low-
energy vibration modes calculated from first principles can be

conveniently used to generate a plausible basis set of physically
realistic local distortions as candidates to describe the static
distributions of local geometries that are responsible for the
disorder. Predicted 2D correlation lineshapes simulated from
calculations of NMR chemical shifts carried out for the different
sets of candidate distortions can then be compared to the
experimental 2D isotropic chemical shift distributions, thereby
allowing the unambiguous elimination of the structural distor-
tions that are not compatible with the local structural disorder.
In the particular case of the “crystalline” bisphosphinoamine
studied here, we have thus been able to demonstrate the presence
of small amplitude structural disorder and to establish the spatial
range of this disorder to be less than ca. 1 nm. We have
identified at least one type of structural deformation that is
compatible with the experimental 2D NMR data and is also
within the order of magnitude of the “thermal ellipsoids”
associated with the uncertainties on the atomic positions of the
X-ray diffraction structure. These results highlight the extreme
sensitivity of NMR chemical shifts to structural variations, since
the disorder examined here is clearly visible on the spectrum,
yet corresponds to variations of a couple of degrees in bond
and dihedral angles. Similar analyses using a full solid-state
treatment with plane-wave-based DFT methods43,44,59,60 would
intrinsically account for intermolecular effects such as ring
currents or hydrogen bonding in solids where they are expected
to contribute to disorder and the resulting distributions of NMR
chemical shifts.81,85-87 The general approach presented here
should be applicable to a broad range of solids with small
amplitude structural disorder and will ultimately allow us to
link this type of disorder to their macroscopic physical and
chemical properties.
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